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1
MODIFICATION OF IMAGES BASED ON
ORIENTATION

CROSS-REFERENCE TO RELATED
APPLICATIONS

This is a continuation of U.S. application Ser. No. 14/351,
263, filed Apr. 11, 2014, which is a national stage application
under 35 U.S.C. §371 of PCT/US2011/064249, filed Dec. 9,
2011, both hereby incorporated by reference.

BACKGROUND

With the popularity of computing devices, digital commu-
nication is becoming common. Some devices, such as smart
phones, have cameras that allow a user to conduct video calls
with other users. Manufacturers of these devices are chal-
lenged with enabling consumer-friendly usage of these
devices. For example, enabling devices to perform hassle-
free video conferencing irrespective of user actions may be
desired.

BRIEF DESCRIPTION OF DRAWINGS

The following detailed description refers to the drawings,
wherein:

FIG. 1a is a block diagram illustrating a computing device
including a camera and a controller to modify image data,
according to an example.

FIG. 15 1s a block diagram illustrating a computing device
including a camera, an orientation determiner, and a control-
ler to modify image data, according to an example.

FIG.21is adepiction of a sample use case relating to devices
and methods disclosed herein, according to an example.

FIG. 3 is a depiction of aspects of an image modification
process, according to an example.

FIG. 4 is a flowchart illustrating aspects of a method for
sensing an image, modifying the image, and transmitting the
image to another device, according to an example.

FIG. 5 is a depiction of different orientations of an image,
according to an example.

FIG. 6 is a flowchart illustrating aspects of a method for
conducting a communication session with another device,
according to an example.

FIG. 7 is a flowchart illustrating aspects of a method for
setting and updating an orientation received from another
device, according to an example.

FIG. 8 is a block diagram illustrating a computing device
including a machine-readable storage medium encoded with
instructions to modify image data, according to an example.

DETAILED DESCRIPTION

Manufacturers of computing devices, such as smart
phones, tablet and slate computers, laptop computers, and the
like, are challenged with enabling consumer friendly usage of
these devices. Furthermore, as digital communication, such
as video calling, is becoming more common, users are com-
ing to expect hassle-free communication using their comput-
ing devices. As described in detail below, various example
embodiments relate to image transfer techniques that enable
easy, hassle-free communication between devices.

For example, during a video call, two communication
devices with cameras may be oriented in portrait mode. If one
of'the users subsequently orients his communication device to
landscape mode, a complication can arise because the camera
of that device is then also oriented in landscape mode. As a
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result, an image transferred to the other device may in turn be
oriented in landscape mode. If the situation is left undetected,
when the receiving device, which is still in portrait orienta-
tion, displays the image, the image may appear sideways
relative to the user of the receiving device, resulting in a poor
user experience.

According to an example embodiment, however, the send-
ing device can detect that a sensed image is in an unexpected
orientation and can modify the image so that it is in an
expected orientation. Furthermore, the sending device can
modify the image so that the image has an aspect ratio
expected by the receiving device. As a result, the receiving
device can receive an image in an expected orientation with
an expected aspect ratio even despite a change of orientation
and aspect ratio by the sending device.

There are many advantages to such an embodiment. For
instance, as a preliminary matter, correctly oriented images
may be provided to a receiving device despite changes in
orientation by the sending device. This can result in a smooth,
fluid, user-friendly video call between users of similar or
disparate communication devices. Second, due to the change
in aspect ratio, more of the screen real estate of the second
device may be used during the video conversation, as opposed
to displaying the entire landscape oriented image in a smaller
display area of the portrait-oriented receiving device, for
example. Moreover, these benefits can be achieved even if the
receiving device does not have the graphic processing capa-
bility to evaluate incoming image data and alter it so that the
underlying image is displayed in a suitable fashion.

Other benefits relate to a reduction in data needed to be sent
to the receiving device. For example, image orientation infor-
mation need not be sent along with every image since the sent
images may be already oriented according to the orientation
expected by the receiving device. Additionally, the amount of
image data transferred to the receiving device may be reduced
due to the change in aspect ratio on the sending side. Further
details ofthis embodiment and associated advantages, as well
as of other embodiments and applications, will be discussed
in more detail below with reference to the drawings.

Referring now to the drawings, FIG. 1a is a block diagram
illustrating an embodiment of a computing device 100 includ-
ing a camera 110, a communication interface 120, and a
controller 130. Computing device 100 may be any ofa variety
of computing devices. For example, computing device 100
may be a cellular telephone, a smart phone, a tablet or slate
computer, a laptop computer, or a desktop computer, among
others.

Computing device 100 may include a camera. Camera 110
may be a digital camera integrated into computing device
100, attached thereto, or integrated into or attached to a moni-
tor associated with computing device 100. Camera 110 may
be or include an image sensor. For example, the image sensor
may be a charge coupled device (CCD) image sensor or a
complementary metal oxide semiconductor (CMOS) image
sensor. Camera 110 may be used for snapping still images or
for capturing video image frames. Camera 110 may include a
processor, such as a digital signal processor, but may also be
controlled by a separate processor in computing device 100
(e.g., controller 130).

Images or video image frames (referred to below as
“images”) generated by camera 110 may be transmitted to
another computing device via communication interface 120.
Communication interface 120 may include, for example, a
transmitter that may convert electronic signals to radio fre-
quency (RF) signals and/or a receiver that may convert RF
signals to electronic signals. Alternatively, communication
interface 120 may include a transceiver to perform functions
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ofboth the transmitter and receiver. Communication interface
120 may further include or connect to an antenna assembly to
transmit and receive the RF signals over the air. Communi-
cation interface 120 may communicate with a network, such
as a wireless network, a cellular network, a local area net-
work, a wide area network, a telephone network, an intranet,
the Internet, or a combination thereof. Communication inter-
face 120 may also include an Ethernet connection or other
direct connection to a network.

Computing device 100 may include controller 130 having
image modification module 132. Controller 130 may include
a processor and a memory for implementing image modifi-
cation module 132. The processor may include at least one
central processing unit (CPU), at least one semiconductor-
based microprocessor, at least one digital signal processor
(DSP) such as a digital image processing unit, other hardware
devices or processing elements suitable to retrieve and
execute instructions stored in memory, or combinations
thereof. The processor can include single or multiple cores on
a chip, multiple cores across multiple chips, multiple cores
across multiple devices, or combinations thereof. The proces-
sor may fetch, decode, and execute instructions from memory
to perform various functions, such as generating, processing,
and transmitting image data. As an alternative or in addition to
retrieving and executing instructions, the processor may
include at least one integrated circuit (IC), other control logic,
other electronic circuits, or combinations thereof that include
a number of electronic components for performing various
tasks or functions.

Controller 130 may include memory, such as a machine-
readable storage medium. The machine-readable storage
medium may be any electronic, magnetic, optical, or other
physical storage device that contains or stores executable
instructions. Thus, the machine-readable storage medium
may comprise, for example, various Random Access Memory
(RAM), Read Only Memory (ROM), flash memory, and com-
binations thereof. For example, the machine-readable
medium may include a Non-Volatile Random Access
Memory (NVRAM), an Electrically Erasable Programmable
Read-Only Memory (EEPROM), a storage drive, a NAND
flash memory, and the like. Further, the machine-readable
storage medium can be computer-readable and non-transi-
tory.

In an embodiment, camera 110 may generate image data.
For example, a user may be positioned in front of camera 110
and camera 110 can capture the user’s image. Camera 110
may generate the image data in response to a command from
the user. Alternatively, the user may be engaged in a video call
with another device, and thus camera 110 may generate
image data automatically as part of a video stream to be sent
to the other device.

Communication interface 120 may receive a display ori-
entation and a display aspect ratio from another computing
device. For example, the other computing device may be a
device with which computing device 100 is communicating
via a video call, as described above.

The display orientation and display aspect ratio received
from the other computing device may simply be a default
orientation and an aspect ratio associated with the default
orientation. For example, the default orientation may be por-
trait orientation or landscape orientation. The default aspect
ratio may thus be determined based on whether the default
orientation is portrait orientation or landscape orientation.
Alternatively, the display orientation may correspond to a
current orientation of the display of the other computing
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device. In this case, the display aspect ratio may be an aspect
ratio associated with the current orientation of the display of
the other computing device.

For instance, if the display orientation is portrait, the dis-
play aspect ratio may be an aspect ratio that is displayable in
portrait orientation. For example, the display aspect ratio may
be the ratio of the width of the display area to the height of the
display area when the display is in portrait orientation. Simi-
larly, ifthe display orientation is landscape, the display aspect
ratio may be the ratio of the width of the display area to the
height of the display area when the display is in landscape
orientation. The width and height may be measured in units,
such as the number of pixels along each dimension. In one
example, an aspect ratio associated with landscape orienta-
tion of a display can be 16:9, while an aspect ratio associated
with portrait orientation of the same display can be 9:16.

The image data generated by camera 110 may be compared
to the display orientation and display aspect ratio received
from the other device. For example, an image orientation and
image aspect ratio of the image data may be compared to the
display orientation and display aspect ratio. The image ori-
entation may correspond to the orientation of computing
device 100 or of camera 110 when the image data was gen-
erated. Alternatively, the image orientation may correspond
to the orientation of the image represented by the image data.
The image aspect ratio may be an aspect ratio of the image
represented by the image data when the image data is
arranged according to the image orientation.

Image modification module 132 of controller 130 may
change the image orientation and image aspect ratio of the
image data to the display orientation and display aspect ratio
if the image orientation is different from the display orienta-
tion. Accordingly, for example, if the image orientation is
landscape and the display orientation is portrait, then the
controller may modify the image data so that it represents an
image having portrait orientation and the associated aspect
ratio. Example processing related to the image modification
module 132 is described in further detail below with reference
to FIGS. 3 and 4.

Communication interface 120 may transmit the modified
image data to the other device.

FIG. 15 is a block diagram illustrating an embodiment of a
computing device 100 including a camera 110, a communi-
cation interface 120, and a controller 130, as depicted in FIG.
1a, and further including an orientation determiner 140 and a
display 150.

Orientation determiner 140 may include a sensor config-
ured to sense an orientation of computing device 100, of
camera 110, and/or of display 150. For example, orientation
determiner 140 may include an accelerometer. A current read-
ing or value from the accelerometer may be used to determine
orientation. Such orientation could then be used to imply the
orientation of an image generated by camera 110. Other sen-
sors suitable for detecting orientation may also be used. Alter-
natively, or in addition to such a sensor, orientation deter-
miner 140 may include logic, such as machine-readable
instructions, for detecting and recognizing objects in an
image represented by image data, and determining the orien-
tation of the objects. Thus, for example, facial recognition
techniques may be used to infer the orientation of an image
generated by camera 110. Orientation determiner may be
implemented using controller 130, using a digital signal pro-
cessor of camera 110, or using another processor, in combi-
nation with instructions stored in memory.

Display 150 may be any of various display screens. For
example, display 150 may be a display integrated into com-
puting device 100, such as in the case of smart phones and
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tablet computers. Display 150 may also be a display remotely
connected to computing device 100. Furthermore, display
150 may be a touch sensitive display. Display 150 may be
used for various purposes, such as to display a user interface,
to preview images to be captured by camera 110, and to
conduct video calls with other devices.

Computing device 100 may include additional features as
well, beyond those depicted in FIGS. 1a and 15. In addition,
other devices that may communicate with computing device
100, such as in a video call, may have some or all of these
features described with respect to computing device 100.

FIG. 2 illustrates a sample use case according to an
example. Users 210 and 220 are engaged in a video call using
smart phones 215 and 225. The video call may be conducted
and the image data transferred according to various standards
and technologies such as Session Initiation Protocol (SIP),
Real-time Transport Protocol (RTP), Secure Real-time Trans-
port Protocol (SRTP), H.264, H.323, and the like.

For simplification, FIG. 2 depicts the processing of a
sensed image from the perspective of smart phone 215, which
can be considered the sending device. In addition, it is
assumed that at the beginning of the call both smart phones
were in portrait orientation and agreed to set portrait orienta-
tion as an expected orientation for transferred image data.

An expected orientation may be an orientation that a
receiving device expects to receive from a sending device. For
example, the receiving device may be configured to process
any received image data as if it is in the expected orientation.
In other words, the receiving device may assume that any
received image data is in the expected orientation. Addition-
ally, an expected orientation may be an orientation that a
sending device assumes that the receiving device is config-
ured to receive (e.g., when the expected orientation is set as a
default without explicit acknowledgement by the receiving
device).

In one example, as described in more detail below with
reference to FIG. 6, the expected orientation can be agreed
upon based upon one of the devices sending portrait orienta-
tion as a suggested orientation to the other device. Accord-
ingly, based on the set expected orientation, image data sent
from smart phone 215 to 225 may be interpreted by smart
phone 225 as in portrait orientation. In addition, an aspect
ratio associated with the expected orientation may be set. In
the case of an expected orientation of portrait, the associated
aspect ratio may be, for example, 9:16. This aspect ratio may
have been selected for a variety of reasons, such as because it
is the aspect ratio of the display of smart phone 225 when it is
in portrait orientation, for example. The expected orientation
and associated aspect ratio may be determined in other ways,
as well. For instance, the expected orientation and associated
aspect ratio may be default values hard-coded into a computer
program used by one or both smart phones. Of course, in such
a case, it could be possible for the smart phones to later agree
to a different orientation and aspect ratio.

As illustrated by arrow 250, however, user 210 has rotated
his smart phone 215 to landscape orientation. As a result, the
camera on smart phone 215 is now also in landscape orienta-
tion. Accordingly, without intervention, an image captured by
smart phone 215 would be transmitted to smart phone 225 and
interpreted by smart phone 225 in portrait orientation, as
shown in image 230. As can be seen, the image of user 210 in
image 230 is sideways. This could result in a poor video call
experience for user 220.

According to this example, however, the orientation of the
captured image may be detected by smart phone 215. In
particular, smart phone 215 may determine that the image
represented by image 230 is in landscape orientation. Smart
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phone 215 may thus modify the image data so that the under-
lying image is correctly oriented. In addition, smart phone
215 can determine that the aspect ratio of the image should be
changed as well, since image 230 has a landscape aspect ratio
when correctly oriented. Accordingly, smart phone 215 may
modify the image data so that the underlying image has a
portrait aspect ratio. An example of these modification pro-
cesses is explained below with reference to FIG. 3.

After modification, the modified image data may be trans-
mitted to smart phone 225 as image 240. As can be seen, the
image of user 210 is correctly oriented and the aspect ratio
corresponds to portrait orientation. Consequently, smart
phone 225 may display image 240 without having to detect
and change the orientation even though the raw image data
snapped by smart phone 215’s camera was in a different
orientation.

FIG. 3 illustrates an example of how image 230 can be
converted into image 240. When the camera of smart phone
215 generates image data while in landscape orientation, the
raw image data may form an image as shown in image 301.
That is, since portrait orientation has been selected as the
default orientation, the image data may form a portrait ori-
ented image where the user 210 is depicted sideways.

When smart phone 215 determines that the correct orien-
tation of the image is landscape, smart phone 215 can rotate
the image so that it appears as shown in image 302. Rotation
of the image can be accomplished using image processing
techniques, such as by using a transformation matrix. This
type of processing may be easily performed by a digital signal
processor. Alternatively, another processor of smart phone
215 may also be used.

Image 302 has a resolution of 1280 pixels by 720 pixels
(1280x720), which may correspond to the resolution of the
image sensor in the camera of smart phone 215. Image 302
has an aspect ratio defined by the width of the image by the
height of the image when correctly oriented (i.e., in landscape
orientation). Accordingly, the image aspect ratio is 16:9.

Although the depiction of user 210 is now correctly ori-
ented, the image is still not in portrait orientation with an
associated aspect ratio (widthxheight) of 9:16. Accordingly,
smart phone 215 may use image processing techniques to
modify the image so that is has portrait orientation with an
aspect ratio of 9:16. For example, smart phone 215 may crop
the image, as shown in image 303. In this case, the left and
right outer sections of image 303 may be cropped to change
the aspect ratio of the image. Alternatively or additionally, the
image, or a portion thereof, may be scaled to resize the image.
Scaling can be performed to either increase or decrease the
size of the image.

In an embodiment, the image may be scaled or cropped in
such a way as to preserve the depiction of a face or some other
object in the final image. For example, facial recognition
techniques may be used to detect the presence of a face in
some area of the image, and the cropping and/or scaling may
be performed around the detected face. In another embodi-
ment, it can be assumed that a face would appear in a certain
area of the raw image data based on an orientation of com-
puting device 100 or camera 110, and the cropping and/or
scaling may be performed around that area. This may save
processing power and time since facial recognition process-
ing would not be performed.

As a result of the above described processing, image 304
may be produced. Image 304 is in portrait orientation and
depicts user 210 in the correct orientation. Image 304’s reso-
Iution is 720 pixels by 405 pixels (720x405) as a result of the
cropping and/or scaling. Furthermore, the image aspect ratio
(widthxheight) is 9:16. Since a portrait oriented image with
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an aspect ratio of 9:16 is what smart phone 225 is expecting,
image 304 may be transmitted to smart phone 225 and be
displayed on smart phone 225’s display without additional
processing by smart phone 225.

Of course, since the resolution of the image has changed
(from 1280x720 to 720x405), smart phone 225 may scale
received image 304. In particular, if the display of smart
phone 225 can display a portrait oriented image of greater
resolution than 720x405, then scaling can be used so that the
image fills the entire display screen.

FIG. 4 is a flowchart illustrating aspects of a method 400
executed by a computing device for sensing an image and
transmitting it to another device, according to an embodi-
ment. Although execution of method 400 is described below
with reference to the components of computing device 100,
other suitable components for execution of method 400 can
be used. Method 400 may be implemented in the form of
executable instructions stored on a machine-readable
medium or in the form of electronic circuitry. A processor, a
machine-readable storage medium, other control logic, or a
combination thereof can be used to execute method 400.

Method 400 may start at 402 where an image may be
sensed. For example, computing device 100 may sense an
image using camera 110. Method 400 may proceed to 404
where the orientation of the sensed image may be determined.
Computing device 100 may determine the orientation of the
sensed image using orientation determiner 140. For example,
an orientation sensor such as an accelerometer may be used to
determine the orientation of computing device 100, camera
110, or display 150. The determined orientation may be used
as a proxy for the orientation of the image. Alternatively or
additionally, object recognition techniques may be used to
detect an object (e.g., a face) in the image. The orientation of
the object may be determined and used as a proxy for the
orientation of the image.

In an example, the orientation may be determined to be
portrait or landscape. In another example, as shown in FIG. 5,
the orientation may be determined to be portrait-up 502,
portrait-down 504, landscape-right 506, or landscape-left
508. The representations of these different orientations are
depicted in FIG. 5 as they would appear if displayed on a
display screen that is in portrait-up orientation. In one
example, the portrait-up orientation may correspond to the
typical orientation of a smart phone in which the camera is
positioned at the top of the device. In particular, smart phone
225 in FIG. 2 can be considered to be in portrait-up orienta-
tion, while smart phone 215 in FIG. 2 can be considered to be
in landscape-right orientation. Similarly, image 240 may be
considered to be in portrait-up orientation whereas image 230
may be considered to be in landscape-right orientation.

The additional detail regarding the orientation (up, down,
right, left) may be used to ensure that the image is rotated
properly so that the final image appears right-side up. Addi-
tionally, when an expected orientation, as described below, is
portrait-up, the portrait-down orientation may be interpreted
as indicating to rotate the image by 180 degrees but not to
change the aspect ratio.

At 406, the orientation expected by another device, along
with an associated size, may be determined. As described
above with reference to FIG. 2, an expected orientation may
be an orientation that a receiving device expects to receive
from a sending device. For example, the receiving device may
be configured to process any received image data as if it is in
the expected orientation. In other words, the receiving device
may assume that any received image data is in the expected
orientation. Additionally, an expected orientation may be an
orientation that a sending device assumes that the receiving
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device is configured to receive (e.g., when the expected ori-
entation is set as a default without explicit acknowledgement
by the receiving device).

Computing device 100 may determine the expected orien-
tation based on a value received from the other device, by
referring to a value stored in memory, or the like. For instance,
the expected orientation may be a default orientation or may
be a selected or current orientation of the other device
received from the other device at the beginning or during a
communication session. The associated size may be an aspect
ratio corresponding to the expected orientation. For example,
an aspect ratio associated with portrait orientation may be
9:16 while an aspect ratio associated with landscape orienta-
tion may be the opposite, that is, 16:9.

At 408, it can be determined whether the orientation of the
image is different from the expected orientation. For
example, computing device 100 may use controller 130 to
make such a determination by comparing the two orienta-
tions. If the orientations are represented as shown in FIG. 5,
each of those orientations may be considered different from
the others. Thus, for example, portrait-up orientation may be
considered different from portrait-down orientation. In
another example, however, the up, down, left, and right details
may be ignored and the determination may be made simply
based on the portrait or landscape information. Alternatively,
the landscape-right and landscape-left distinction may be
maintained and the portrait-up and portrait-down distinction
may be ignored, since it may be a rare occurrence that a user
may turn his phone upside down during a video call.

If determined that the image orientation and expected ori-
entation do not differ (NO at 408), the method may proceed to
412 and transmit the image to the other device. For example,
computing device 100 may transmit the image to the other
device using communication interface 120.

If determined that the image orientation and expected ori-
entation differ (YES at 408), the method may proceed to 410.
At 410, the image may be modified to have the expected
orientation and associated size. For example, computing
device 100 may modify the image using controller 130 via
image modification module 132, as described above with
reference to FIGS. 1, 3, and 4. After the image has been
modified, the method may proceed to 412, in which the modi-
fied image is transmitted to the other device. Computing
device 100 may transmit the modified image to the other
device using communication interface 120.

FIG. 6 is a flowchart illustrating aspects of a method 600
executed by a computing device for conducting a communi-
cation session with another device, according to an example.
Although execution of method 600 is described below with
reference to the components of computing device 100, other
suitable components for execution of method 600 can be
used. Method 600 may be implemented in the form of execut-
able instructions stored on a machine-readable medium or in
the form of electronic circuitry. A processor, a machine-read-
able storage medium, other control logic, or a combination
thereof can be used to execute method 600.

Method 600 may start at 602 and proceed to 604 where a
communication session may be initiated with another device.
For example, computing device 100 may request a video call
with another device. The video call may be conducted and the
image data transferred according to various standards and
technologies such as Session Initiation Protocol (SIP), Real-
time Transport Protocol (RTP), Secure Real-time Transport
Protocol (SRTP), H.264, H.323, and the like.

During set-up of the video call, an orientation and aspect
ratio may be set as an expected orientation and aspect ratio.
For example, computing device 100 may set the expected
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orientation and aspect ratio by storing these values in
memory. In an embodiment, a default orientation and aspect
ratio may be set as the expected orientation and aspect ratio,
such that any image transmitted during the call will be
assumed to have the default orientation and aspect ratio. In
some cases, an expected orientation may be specified and the
aspect ratio may be implied. For example, the aspect ratio to
be used may correspond to an aspect ratio associated with the
image sensor of camera 110 when camera 110 is in the
expected orientation. Alternatively, the aspect ratio may cor-
respond to a display size or aspect ratio of the computing
device 100 or of the other device when in the expected orien-
tation.

Furthermore, the expected orientation and/or aspect ratio
may not need to be specified between the devices. This may
be the case if both devices are running the same computer
program, or perhaps if both devices are the same model. For
example, the program may have a hard-coded default orien-
tation which may be used. In another example, the orientation
and aspect ratio may be communicated and agreed upon
between the two devices. For example, computing device
100, which initiated the call, may select the orientation based
on its current orientation and communicate the selected ori-
entation to the other device. Alternatively, the other device,
which received the request for a call, may select the orienta-
tion based on its current orientation and communicate the
selected orientation to computing device 100. Additionally,
as described above, a corresponding aspect ratio may not
need to be communicated between the two devices, though it
may be in some cases.

At 606, an image may be sensed. For example, computing
device 100 may sense an image using camera 110. At 608, it
can be determined whether the orientation of the image is
different from the set orientation. If the orientations are not
different (NO at 608), the method may proceed to 616, where
the image may be transmitted to the other device. For
example, computing device 100 may transmit the image to the
other device using communication interface 120. In this case,
the method would then proceed to 618, where it can be deter-
mined whether the communication session is over. If the
communication session is not over (NO at 618), the method
may proceed to 606 to continue the process. If the communi-
cation session is over (YES at 618), the method may proceed
to 620, where the process is ended.

On the other hand, if the orientations are different (YES at
608), the method may proceed to 610. At 610, the image may
be rotated to the expected orientation. For example, comput-
ing device 100 may rotate the image using image modifica-
tion module 132 of controller 130.

Rotating the image to the expected orientation signifies
that the image is rotated so that the orientation of the image
would be correctly displayed if the image were displayed on
a device having the expected orientation. For example, refer-
ring to FIG. 3, image 301 has a landscape-right orientation.
Assuming that the expected orientation is portrait-up, image
301 may be rotated right 90 degrees so that the image would
be correctly oriented on a device having portrait-up orienta-
tion. When so rotated, image 301 would appear as image 302
in FIG. 3. As another example, image 504 in FIG. 5 has a
portrait-down orientation. Assuming that the set orientation is
portrait-up, image 504 may be rotated right or left 180
degrees so that the image would be correctly oriented on a
device having portrait-up orientation.

At 612, it can be determined whether the aspect ratio of the
rotated image is different from the expected aspect ratio. [fthe
image aspect ratio is not different from the expected aspect
ratio (NO at 612), the method may proceed to 616. If the
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image aspect ratio is different from the expected aspect ratio
(YES at 612), the method may proceed to 614. At 614, the
rotated image may be cropped and/or scaled so that the
rotated image has the expected aspect ratio. For example,
computing device 100 may crop and/or scale the rotated
image using image modification module 132 of controller
130.

By way of illustration, according to an example, if the
original image was in landscape-right orientation, as depicted
by image 301 in FIG. 3, the rotated image would appear as
image 302. As discussed earlier, this image has a 16:9 aspect
ratio. However, if the expected aspect ratio corresponding to
the expected orientation (here, portrait-up) is 9:16, then the
aspectratios would differ. Accordingly, the image 302 may be
modified using cropping and/or scaling so that it appears as
image 304, with an aspect ratio of 9:16. On the other hand, if
the original image was in portrait-down orientation, as
depicted by image 504 in FIG. 5, the rotated image would
appear as image 502. Assuming that image 502 has an aspect
ratio of 9:16, cropping and scaling could be skipped since the
image already has the expected aspectratio. Accordingly, this
case would result in a NO at 612.

The method may then proceed to 616, where the modified
image may be transmitted to the other device. For example,
computing device 100 may transmit the image using commu-
nication interface 120. At 618, it may be determined whether
the communication session is over and the process may either
continue (NO at 618) or end (YES at 618).

In some embodiments the set orientation and aspect ratio
may be changed during the communication session. For
example, if the orientation of the other device changes during
the communication session, it may be beneficial for the other
device to communicate this to computing device 100 so that
properly oriented and sized images may be transmitted to the
other device.

In particular, FIG. 7 is a flowchart illustrating aspects of a
method 700 executed by computing device 100 for setting
and updating an orientation received from another device.
Although execution of method 700 is described below with
reference to the components of computing device 100, other
suitable components for execution of method 700 can be
used. Method 700 may be implemented in the form of execut-
able instructions stored on a machine-readable medium or in
the form of electronic circuitry. A processor, a machine-read-
able storage medium, other control logic, or a combination
thereof can be used to execute method 700.

Method 700 may start at 702 where an indication is
received from a second device regarding the orientation of the
display of the second device. For example, computing device
100 may receive this indication using communication inter-
face 120. In addition, an indication may also be received
regarding the associated aspect ratio, although computing
device 100 may be capable of determining the associated
aspect ratio without such an indication. At 704, the orienta-
tion of the display of the second device may be set as the
expected orientation. Additionally, the aspect ratio may be set
as well. The processing of 704 may correspond to the pro-
cessing of 604 in FIG. 6, for example.

At 706, computing device 100 may wait. Waiting may be
an active process of computing device 100. For example, a
module responsible for setting the expected orientation and
aspect ratio may remain active. Alternatively, waiting may be
a passive process of computing device 100. For example,
waiting may simply signify that computing device 100 is
capable of receiving an update regarding the second device’s
orientation. In particular, upon receiving such an update,
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computing device 100 may call or activate a module respon-
sible for updating the expected orientation and aspect ratio.

At 708, an indication may be received from the second
device that the display orientation of the second device has
changed to a new orientation. In addition, an indication may
also be received regarding the aspect ratio associated with the
display in the new orientation, although computing device
100 may be capable of determining the new aspect ratio
without such an indication.

At 710, the new display orientation of the second device
may be set as the expected orientation. Additionally, the new
aspect ratio may also be set. The method may then proceed to
706, where computing device 100 may wait for a new update.

FIG. 8 is a block diagram illustrating aspects of a comput-
ing device 800 including a machine-readable storage medium
820 encoded with instructions to modify image data, accord-
ing to an example. Computing device 800 may be, for
example, a communication device such as a cellular tele-
phone, a smart phone, or a computer. The computer can be a
tablet computer, a slate computer, a laptop computer, a desk-
top computer, or the like.

Processor 810 may be at least one central processing unit
(CPU), at least one semiconductor-based microprocessor, at
least one digital signal processor (DSP) such as a digital
image processing unit, other hardware devices or processing
elements suitable to retrieve and execute instructions stored
in machine-readable storage medium 820, or combinations
thereof. Processor 810 can include single or multiple cores on
a chip, multiple cores across multiple chips, multiple cores
across multiple devices, or combinations thereof. Processor
810 may fetch, decode, and execute instructions 822, 824,
826, 828 to implement image generation, processing, and
transmission. As an alternative or in addition to retrieving and
executing instructions, processor 810 may include at least one
integrated circuit (IC), other control logic, other electronic
circuits, or combinations thereof that include a number of
electronic components for performing the functionality of
instructions 822, 824, 826, 828. Accordingly, processor 810
may be implemented across multiple processing units and
instructions 822, 824, 826, 828 may be implemented by dif-
ferent processing units in different areas of computing device
800.

Machine-readable storage medium 820 may be any elec-
tronic, magnetic, optical, or other physical storage device that
contains or stores executable instructions. Thus, the machine-
readable storage medium may comprise, for example, various
Random Access Memory (RAM), Read Only Memory
(ROM), flash memory, and combinations thereof. For
example, the machine-readable medium may include a Non-
Volatile Random Access Memory (NVRAM), an Electrically
Erasable Programmable Read-Only Memory (EEPROM), a
storage drive, a NAND flash memory, and the like. Further,
the machine-readable storage medium 820 can be computer-
readable and non-transitory. Machine-readable storage
medium 820 may be encoded with a series of executable
instructions for generating, processing, and transmitting
images.

The instructions 822, 824, 826, 828, when executed by
processor 810 (e.g., via one processing element or multiple
processing elements of the processor) can cause processor
810 to perform processes, for example, the processes
depicted in FIGS. 4, 6, and 7. Furthermore, computing device
800 may be similar to computing device 100 and may have
similar functionality and be used in similar ways, as described
above.

Image generation instructions 822 can cause processor 810
to generate an image using sensor(s) 830. Sensor(s) 830 may
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include an image sensor, a camera, or the like. Sensor(s) 830
may also include an orientation sensor, such as an accelerom-
eter. Image orientation instructions 824 can cause processor
810 to determine an orientation of the generated image. For
example, image orientation instructions 824 may use
sensor(s) 830 to determine the orientation based on a value
from an accelerometer. Additionally or alternatively, image
orientation instructions may determine the orientation of the
image using object recognition techniques by determining the
orientation of objects in the generated image itself.

Image orientation instructions 824 can also cause proces-
sor 810 to determine an orientation associated with a second
communication device. The second communication device
could be a computing device with which computing device
100 is communicating. Determining the orientation associ-
ated with the second communication device could be accom-
plished, for example, by accessing a stored value in memory,
such as machine-readable storage medium 810. Image modi-
fication instructions 826 can cause processor 810 to modify
the image by rotating the image and changing the resolution
of the rotated image if determined that the orientation of the
generated image and the orientation associated with the sec-
ond communication device differ.

By way of illustration, FIG. 3 illustrates how the image can
be modified by image modification instructions 826, in one
example. For instance, the image can be rotated as illustrated
by images 301 and 302, where image 301 is rotated right 90
degrees to appear as image 302. Additionally, the resolution
of'the image can be changed as illustrated by the sequence of
images 302, 303, and 304. In particular, image 302 is cropped
as shown in image 303 to arrive at image 304, which has a
smaller resolution than image 302. Scaling may also be
applied in some circumstances.

In an embodiment, changing the resolution of the rotated
image can be performed so that the final image to be trans-
mitted to the second communication device has a resolution
associated with the orientation of the second communication
device. Resolution may be associated with the orientation of
the second communication device by way of aspect ratio. For
example, the second communication device may have a dis-
play with an aspect ratio of 9:16 in portrait orientation and
16:9 in landscape orientation. Thus, if the orientation of the
second communication device is portrait, than the associated
aspect ratio is 9:16. A resolution having the same aspect ratio
may thus be associated with the orientation of the second
communication device. Accordingly, in this example, the
rotated image can be modified to have a resolution associated
with the orientation of the second communication device by
changing the resolution of the rotated image such that the
resolution corresponds to an aspect ratio of 9:16.

Image transmission instructions 828 can cause processor
810 to transmit the modified image to the second communi-
cation device. For example, processor 810 may transmit the
modified image to the second communication device using
communication interface 840.

What is claimed is:

1. A computing device comprising:

a camera to generate image data;

a communication interface configured to receive a display

orientation from a second computing device; and

a controller to:
modify an image orientation of the image data to the display
orientation received from the second computing device in
response to a determination that the image orientation of the
image data is different from the display orientation; and
transmit the modified image data to the second device.
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2. The computing device of claim 1, wherein the image
orientation is landscape and the display orientation is portrait.

3. The computing device of claim 1, wherein the controller
is configured to determine the image orientation by applying
object recognition techniques to determine an orientation of
an object represented in the image data.

4. The computing device of claim 1, further comprising:

an accelerometer to determine an orientation of the com-

puting device,

wherein the controller is configured to determine the image

orientation of the image data using a value from the
accelerometer.

5. The computing device of claim 1, wherein the comput-
ing device is a smart phone, a tablet computer, or a slate
computer.

6. A method comprising:

sensing, by an image sensor of a first device, an image

having a first orientation;

determining, by the first device, a second orientation

expected by a second device in communication with the
first device;

in response to a determination that the first orientation is

different from the second orientation, modifying the
image by the first device so that the image has the second
orientation; and
transmitting the modified image from the first device to the
second device.

7. The method of claim 6, wherein modifying the image so
that the image has the second orientation comprises rotating
the image.

8. The method of claim 7, wherein modifying the image so
that the image has the second orientation further comprises at
least one of scaling the image and cropping the image.

9. The method of claim 8,

wherein the image comprises a depiction of a face, and

wherein the at least one of scaling the image and cropping

the image is performed such that the depiction of the face
is retained in the modified image.

10. The method of claim 8, comprising:

setting the second orientation expected by the second

device at a beginning of a communication session
between the first device and the second device.

11. The method of claim 9, wherein the second orientation
expected by the second device corresponds to an orientation
of a display of the second device.

12. The method of claim 9, further comprising:

receiving an indication from the second device that the

orientation of the display of the second device has
changed to a different orientation; and
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updating the second orientation expected by the second

device to be the different orientation.

13. The method of claim 6, wherein the first device and the
second device are in communication to establish a video call.

14. A non-transitory machine-readable storage medium
comprising instructions, which when executed, cause a pro-
cessor of a first communication device to:

generate an image using a sensor of the first communica-

tion device;

determine a first orientation of the image;

determine a second orientation associated with a second

communication device;

in response to a determination that the first orientation and

the second orientation are different, modify the image to
the second orientation; and

transmit the modified image to the second communication

device.

15. The machine-readable medium claim 14, further com-
prising instructions, which when executed, cause the proces-
sor to change the resolution of the modified image,

rotated image comprise at least one of scaling the rotated

image and cropping the rotated image so that the rotated
image has a resolution associated with the second ori-
entation.

16. The machine-readable medium of claim 15, wherein
the instructions, which when executed, cause the processor to
change the resolution of the modified image comprise scaling
the modified image based on a resolution associated with the
second orientation.

17. The machine-readable medium of claim 15, wherein
change the resolution of the modified image comprise crop-
ping the modified image based on a resolution associated with
the second orientation.

18. The machine-readable medium of claim 14, wherein
modify the image to the second orientation comprise instruc-
tions to rotate the image.

19. The machine-readable medium of claim 14, further
comprising instructions, which when executed, cause the pro-
Cessor to:

receive an indication from the second device that the ori-

entation of the display of the second device has changed
to a different orientation; and

update the second orientation expected by the second

device to be the different orientation.

20. The machine-readable medium of claim 14, wherein
the first communication device and the second communica-
tion device are to present a video call.

#* #* #* #* #*
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